
International Journal of Scientific & Engineering Research, Volume 5, Issue 8,August-2014                                                                                                      113 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

Artificial Immune Systems: A Predictive Model for 
credit scoring 

Thabiso Peter Mpofu, Dr .G Venkata Rami Reddy 
 

Abstract— With the advent of the global financial crisis which hit the global economy, credit scoring has become of the essence. The 
global financial crisis also known as the “credit crunch” was largely attributed to the issuance of credit to individuals with no capacity to 
return the money. Credit scoring has become a very important task in the credit industry. Various credit scoring methods such in areas as 
artificial neural networks (ANNs), statistical based methods and decision trees have been proposed to increase the accuracy of credit 
scoring models.  The proposed Artificial Immune Systems (AIS) are an artificial intelligence technique modelled on natural immune system 
processes have been used to solve various kinds of real life processes with success. In this paper we compare the performance of current 
classifiers used in credit rating against Artificial Immune Systems. Artificial Immune Systems have various algorithms used to implement 
them. The algorithm under consideration is the negative selection algorithm. Artificial Immune Systems (AIS) are found to be produce 
competitive results very close to traditional artificial intelligent systems such as Neural Networks. 

Index Terms— credit scoring, Artificial Intelligence, negative selection algorithm, financial, credit rating, artificial immune system, artificial 
neural networks (ANNs) 

——————————      —————————— 

1 INTRODUCTION                                                                    
henever a bank customer applies for a loan, a decision 
has to be made. A choice on whether to award the loan 
to the applicant or not has to be made. The institution 

issuing a loan be it a bank, micro finance institution or in the 
issuance of credit cards has to assess the risk associated in the 
form of credit scoring. Credit scoring is one of the most suc-
cessful applications and operations research techniques used 
in banking and finance, and is also one of the earliest financial 
risk management tools developed [1]. The ability to accurately 
assess the level of the borrower’s credit is therefore very im-
portant [2]. Enterprises have to be always on their toes if they 
are to maintain their business as a going concern. Various 
methods are used in order to assess and measure the default 
rates of different enterprises. Some of the credit risk ratings 
are quantitative methods, random probability and some based 
on classifiers [3]. Credit scoring was developed by Fair and 
Isaac in the early 1960s and in simple terms corresponds to 
producing a score that can be used to classify customers into 
two separate groups: the credit-worthy or”good” group (likely 
to repay the credit loan), and the non credit-worthy or ”bad” 
group (rejected due to its high probability of defaulting) [4]. 
Credit scoring can be viewed as a classification problem. In 
order to solve this problem lenders have been using different 
techniques in the past years such as classical statistical tech-
niques, discriminant analysis and logistic regression, were 
acknowledged by the market and employed. Artificial Neural 
Networks have also been used for example in Credit Rating 
Analysis [7] and Personal Credit Rating Assessment for the 
National Student Loans [8], Personal Credit Rating Using 
Artificial Intelligence Technology for the National Student 
Loans[9], Research of electronic commercial credit rating 
based[10]. Artificial immune systems (AIS) have been pro-
posed as an alternative approach to solve computational intel-
ligence problems [4]. The key feature of natural immune sys-
tems is its ability to distinguish non self(foreign substances) 
from self without prior knowledge of all possible non-self var-
iants. AIS are implemented using various algorithms. The AIS 
algorithm under consideration here is the Negative selection 

Algorithm (NSA). 

2 BACKGROUND 
2.1 A Review of Credit Scoring Techniques 
Credit Scoring techniques are divided into two parts 

i. Statistical Based Techniques 
ii. Artificial Intelligence Based Techniques 
 

2.1.1 Statistical Based Techniques 
Various credit scoring statistical based techniques have been 
researched on and implemented. These statistical based tech-
niques include linear based, discriminant analysis, probit 
analysis, decision trees and logistic regression. Of all these 
statistical based techniques, logistic regression and discrimi-
nant analysis have proven to be the most popular [20].  Lo-
gistic regression and discriminant analysis will therefore be 
described minor detail. 
 

 
2.1.1.1 Logistic Regression 
 
Logistic regression (LR) is a probabilistic statistical classifica-
tion model.LR model is one of the most preferred in solving 
classification problems. LR model can fit various kinds of dis-
tribution functions such as Gamble, Poisson, and normal dis-
tributions, unlike other statistical tools (e.g. discriminant anal-
ysis or ordinary linear regression). It is more suitable for the 
fraud detection problems. In addition, in order to increase its 
accuracy and flexibility, several methods have been proposed 
to extend the traditional binary logistic regression model in-
cluding multinomial logistic regression model and logistic 
regression model for ordered categories [5]. 
 
2.1.1.2 Discriminant analysis 
 
Discriminant analysis is a credit scoring technique developed 

 w 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 5, Issue 8,August-2014                                                                                                      114 
ISSN 2229-5518   

IJSER © 2014 
http://www.ijser.org  

to discriminate between two groups. It is widely agreed that 
the discriminant approach is still one of the most widely estab-
lished techniques to classify customers as good credit or bad 
credit.[20] 
 
 
2.1.2 Artificial Intelligence Based Techniques 
 
Artificial Intelligence based techniques are algorithms inspired 
by nature. These Artificial Intelligence based techniques in-
clude Artificial Nueral Networks(ANN) modeled on the way 
the brain works, Genetic Algorithm(GA), based on the phe-
nomenon of evolution of species, and the last one is Artificial 
Immune System, based on the natural immune system [5]. 
 
2.1.2.1 Artificial Neural Networks (ANNs)  
 
ANNs are computational models inspired by an animal's cen-
tral nervous system which is capable of machine learning as 
well as pattern recognition [17]. ANNs are inspired by the 
functionality of the nerve cells in the brain. Just like humans, 
ANNs can learn to recognise patterns by repeated exposure to 
many different examples. They are non-linear models that can 
classify based on pattern recognition capabilities. This gives 
them an advantage over conventional statistical techniques 
used in industry which are primarily linear. In the field of 
credit scoring, studies have shown that neural networks per-
form significantly better than statistical techniques. [1], [5]. 
ANN have been used in credit rating and credit scoring quite 
extensively as illustrated in the following papers : “Artificial 
Neural Networks for Corporation Credit Rating Analysis”[7], 
“Personal Credit Rating Assessment for the National Student 
Loans based on Artificial Neural Network”[8], “Personal 
Credit Rating Using Artificial Intelligence Technology for the 
National Student Loans”  where a Back Propagation neural 
network was used [9], “Research of electronic commercial 
credit rating based on Neural Network with Principal Com-
ponent Analysis” [10] 
 
2.1.2.2 Genetic Algorithms (GAs) 
 
GAs try and replicate the natural selection process. The natu-
ral selection process involves the passing in of genes to the 
next generation [21].  GAs are inspired by biological evolution 
and offer efficient problem-solving mechanisms. A problem’s 
solution is evolved over many processing cycles, each time 
producing better solutions. Application of GAs is rapidly ex-
panding with successful applications in finance trading, fraud 
detection and other areas of credit risk. Desai et al. investigat-
ed the use of GAs as a credit scoring model in a credit-union 
environment while Yobas et al. compared the predictive per-
formances of four techniques, one of which is GAs, GA faired 
quite well coming in second place[1][5]. 
 
 
2.1.2.3 Artificial Immune Systems (AIS) 
 
AIS are an Artificial Intelligence technique based  the natural 
immune system of the body. AIS have a learning and memory 

component, and perform pattern recognition. AIS were im-
plemented in a paper titled “An Artificial Immune System for 
Extracting Fuzzy Rules in Credit Scoring” [11]. Weka data 
mining software was used to classify and in turn compared 
with other well known classifiers. They used the clonal selec-
tion algorithm to implement the AIS. Competitive results with 
high accuracy were obtained. In this paper we will be using 
the AIS as well but using a different algorithm known as the 
Negative Selection Algorithm 
 

2.2 Summary 
 
Various credit scoring techniques were looked at. Statistical 
based and Artificial Intelligence based Techniques that were 
used in credit scoring were described briefly. The first review 
looked at statistical based methods and then we looked at na-
ture inspired algorithms. Some studies found statistical tech-
niques to perform better than AI techniques, while others con-
cluded just the opposite.  

3 METHODOLOGY 
 
3.1 General Design Issues 
 
Three general design issues had to be dealt with before the 
implementation of each of the algorithms  
 
1. Choice of Design Language  
2. The Source of Data Used 
3. Choice of Input parameters from the German dataset 
 
3.1.1 Choice of Design Language 
 
Matlab was chosen as the platform to model the system for 
prediction..Matlab is considered to be amongst the leading 
platforms for technical projects. Matlab operates in matrice 
and vector form and is ideally suited for numeric datasets 
where complex systems can be modelled with relative ease. 
 
3.1.2 The Source of Data Used 
 

Because Matlab operates in matrice and vector form, the 
German.data-numeric dataset with numeric attributes was 
selected. Categorical attributes are represented in numerical 
form to able to be manipulated by Matlab. For algorithms 
that need numerical attributes, Strathclyde University pro-
duced the file "german.data-numeric".  This file has been ed-
ited and several indicator variables added to make it suita-
ble for algorithms which cannot cope with categorical vari-
ables.  The German.data-numeric dataset consists of credit 
data which was collected in Germany and is widely used in 
the credit rating studies. The German.data-numeric dataset 
has the following attributes shown in table 1 below: 
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TABLE 1 
GERMAN.DATA-NUMERIC DATASET ATTRIBUTES 

Dataset Attribute 
Type 

n classes Missing 
attributes 

German 
numer 

24 nu-
meric 

1000 700 good 
300 bad 

nil 

 
The dataset contains 1000 elements and of those 1000, 700 are 
credit worthy and 300 are credit unworthy. There are a total of 
24 numeric attributes within the dataset [18] 
 
3.1.3 Choice of Input parameters from the German.numer 
dataset 
 
Data is required to create the training and tests data. A varia-
tion  of attributes was used in this paper.For the training and 
testing  8, 12, 15, and 24 attributes were used in the prepara-
tion of the training and test data.  The columns selected were 
kept consistent so as to be able to find the optimum number of 
columns which produce the best results. 
 
 
3.2 Implementation 
 
The implementation is split up into two main sections: 
 

• Training: Creating a set of detectors that will identify 
‘nonself‘, or bad loans, by application of the negative-
selection process; 

• Testing: Using these detectors to distinguish between 
the people to give the loans to and the ones not to 
give loans to. 

 
The matching degree of detector and the object to be detected 
is a main criterion of self non-self recognition ability.  The im-
plementation was carried out using the negative selection al-
gorithm. 
 
3.2.1 The Negative Selection Algorithm 
 
The negative selection algorithm can be described as a math-
ematical representation of the maturation of Tcells in the thy-
mus gland. It uses the principles of self/non-self discrimina-
tion to distinguish between two system states of normal and 
abnormal. The normal in this implementation are the people 
to give loans to who will return the money back while the ab-
normal are those that are highly likely to default. The default-
ers are identified using detectors trained on a sample set of 
self (good loans). This process is known as negative selection. 
The inspiration of the whole algorithm is based on an organ 
called the thymus. The thymus is responsible for generating T-
cells. T cells that react with ‘self’-proteins are rejected and elim-
inated and only those that do not bind the ‘self’-proteins are 
allowed to remain. This guarantees only foreign or anomalous 
molecules are recognised. The T-cells(detectors) are then dis-
tributed throughout the body, eliminating any foreign bod-
ies(non self) they encounter[19]. 
 

3.2.2 Training and Test dataset 
 
3.2.2.1 Training dataset 
 
Training and Test data are cut out of the German.data-
numeric dataset. A  percentage of the self samples are selected 
which are then used to train the detectors.The training data 
was divided into 3 cuts 
 

i. Cut 1 : 25% 
 
A 25% cut of the self data was used to train the detectors 
Under the 25% cut a variation of columns was used to create 
the test data. Four training datasets  with the following prop-
erties as illustrated I Table 2 were created 
 

TABLE 2 
ATTRIBUTE CHARACTERISTICS FOR CUT 25 % 

No of columns Column numbers 
8 1,3,5,6,7,9,11 
12 1,3,5,6,7,9,11,13,16,18,20,22 
15 1,2,3,5,6,7,8,9,10,12,14,15,16,19,20 

24 All columns 
 

ii. Cut 2: 50 % 
 
A 50% cut of the self data was also created and used to train 
the detectors. Under the 50% cut a variation of columns was 
used to create the test data. Four training datasets  with the 
following properties were created as shown in table 3 below 
 

TABLE 3 
ATTRIBUTE CHARACTERISTICS FOR CUT 50 % 

No of columns Column numbers 
8 1,3,5,6,7,9,11 
12 1,3,5,6,7,9,11,13,16,18,20,22 
15 1,2,3,5,6,7,8,9,10,12,14,15,16,19,20 

24 All columns 
 

iii. Cut 3: 65% 
 
A 65% cut of the self data was used to train the detectors in-
stead of using a 75% cut, this was because using a 75% cut to 
create training data, there would not be enough data left to 
create the testset, so a 65% cut was opted for instead and the 
attribute characteristics are shown in table 4 below 
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TABLE 4 
ATTRIBUTE CHARACTERISTICS FOR CUT 65 % 

No of columns Column numbers 
8 1,3,5,6,7,9,11 
12 1,3,5,6,7,9,11,13,16,18,20,22 
15 1,2,3,5,6,7,8,9,10,12,14,15,16,19,20 

24 All columns 
 
 
The above cuts are created and used to train the detectors us-
ing the negative selection algorithm 
 
 
3.2.2.2 Test dataset 
 
The testset with the corresponding cut size and column num-
bers was created to test the system trained using the training 
data created. The testset was used to test the trained system. 
The number of acceptable loans is already known. The overall 
accuracy of prediction is then calculated 
 

4  RESULTS AND DATA ANALYSIS 
 
4.1 Results 
 
The system was trained using various cut sizes and varying 
columns. After the training and testing was done,  
The number of self rows is already known (numself), the 
number of self rows is then predicted using the test data and a 
comparison is done to come out with the prediction accuracy 
 
Number of self identified =µ 
Number of self rows = α 
 
Accuracy = α / µ 
 
the following accuracy of prediction were found as illustrated 
in table below 
 

TABLE 5 
RESULTS FOR ALL THE CUTS 

Columns 
 8 12 15 24 

25 74.86 80.57 77.71 21.71 

50 76.29 78.00 78.57 16.86 

65 74.14 80.00 80.00 19.34 

 75.14 79.52 78.76 19.30 

                                   Average (%) 
 
 

A balance had to be struck between under training and over-
training the prediction system created. The optimum number 

of columns was found to be 12 columns which had the highest 
average accuracy of 79.52 across all the cuts created. Using all 
24 columns led to overtraining the system resulting in drasti-
cally lower accuracy rates. Taking the average of the best 3, we 
get an average accuracy of 77.81% 
 
4.2 Comparative Analysis 
 
The following are results obtained from similar studies using 
the German dataset 
 

TABLE 6 
COMPARITIVE RESULTS FOR GERMAN DATASET 

Rank Model Accuracy(%) Source 
1 Neural Net-

works 
78 

 
[22] 

2 Negative  
Selection  

Algorithm 

77.81 This study 

3 SAIS 75.4 [1] 
4 Naïve Bayes 74.7 [23] 

 
SAIS-Simple Artificial Immune System  
NN-Nueral Network  
 
The prediction accuracies for credit rating using the negative 
selection algorithm are extremely competitive as shown in 
Table 6. These findings are quite encouraging as the algorithm 
is extremely portable, with implementation requiring few, if 
any, modifications for adaptation to other data sets and classi-
fication problems.  

5 CONCLUSION 
 
Artificial Immune Systems implemented using the Negative 
selection algorithms were found to produce very competitive 
results. Artificial Immune Systems (AIS) are found to be pro-
duce competitive results very close to traditional artificial in-
telligent systems such as Neural Networks [14]. As evidenced 
in this study, very reasonable results were obtained. The use 
of Artificial Immune Systems will increase and more and more 
research is done on AIS. AIS are producing good results in the 
field of prediction and classification. Other potential uses are 
AIS are still being taken under consideration. 
 

6 FUTURE WORK 
 
The field of Artificial Immune Systems (AIS) possesses a lot of 
potential. Uses of AIS have been increasing and varied in 
range from credit evaluation for Mobile Customers  [6], Per-
formance Evaluation of a Fraud Detection System [12], Credit 
Cards Fraud Detection [13] to anomaly detection [15]. Results 
obtained are very promising. A look at other AIS techniques 
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such as using the clonal selection algorithm in credit scoring 
will be looked at in the future work. Other potential uses of 
the negative selection algorithm will also be considered. Uses 
in areas such as predicting weather situations such as 
drought/no drought, rainy/sunny.  
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